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Abstract: We describe the changes in structure and dynamics that occur in the second PDZ domain of
human tyrosine phosphatase 1E upon binding the small peptide RA-GEF2 by an analysis of NMR data
based on their use as ensemble-averaged restraints in molecular dynamics simulations. This approach
reveals the presence of two interconnected networks of residues, the first exhibiting structural changes
and the second dynamical changes upon binding, and it provides a detailed mapping of the regions of
increased and decreased mobility upon binding. Analysis of the dynamical properties of the residues in
these networks reveals that conformational changes are transmitted through pathways of coupled side-
chain reorientations. These results illustrate how the strategy we described, in which NMR data are used
in combination with molecular dynamics simulations, can be used to characterize in detail the complex
organization of the changes in structure and dynamics that take place in proteins upon binding.

Introduction

Proteins in solution exhibit a vast range of motions, spanning
time scales from picoseconds to milliseconds and more and
length scales from one to several angstroms. These motions play
a central role in the ability of proteins to function as enzymes
and to take part in regulatory processes.'™ Although the
structural transitions associated with these activities may be
prompted by localized events, such as the binding of small
ligand molecules, the effects of these interactions are transmitted
across the entire protein, and they often modulate the binding
affinity at distant surfaces.*? Such transitions take place by
highly organized movements, and it is a long-standing goal in
structural biology to describe this type of structural specificity
with high accuracy.

A view is gaining ground according to which these large-
scale motions are intrinsic properties of protein molecules."'%'?
According to this view, the structural and dynamical changes
that take place during allosteric and enzymatic processes can
be described as a redistribution of the statistical weights between
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pre-existing populations that dynamically interchange also in
the absence of interaction partners. The existence of population
shifts has been demonstrated by a series of recent experimental
studies that have thus suggested that allostery and enzyme
catalysis take place by exploiting the intrinsic dynamics of
protein molecules.''%"?

In this work we characterize the specific changes that take
place in the second PDZ domain of human tyrosine phosphatase
1E (henceforth referred to as PDZ, Figure 1) upon binding the
small peptide RA-GEF2 by following an approach that involves
the determination of the dynamical changes on the nanosecond
time scale associated with this process.'* PDZ domains are
involved in organizing the assembly and the cellular distribution
of the protein complexes that mediate the process of synaptic
communication.'> These complexes are assembled and disas-
sembled in a tightly regulated manner at specific cellular
locations, most often near cell surfaces, to perform specialized
tasks such as the regulation of cell junctions, signal transduction,
protein trafficking, and maintenance of cell polarity.

The approach that we adopt in this study, to identify the
conformational changes that take place in PDZ upon binding,
is based on the use of NMR measurements as ensemble-
averaged restraints in molecular dynamics simulations. This
strategy enables the structure and dynamics of proteins to be
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Figure 1. (A) Structure of PDZ in complex with the RA-GEF2 peptide (green). (B) Residues forming the binding site (gray): L18, G19, 120, V22, and V26
in strand 32 and H71, K72, V75, and L78 in helix o2. (C) Distal surfaces as determined in the present work: DS1 (V61, V64, L66, A69, T81, L87, and L83,

shown in orange) and DS2 (A39, V40, A45, A46, and 152, shown in purple).

simultaneously characterized, resulting in high-resolution con-
formational ensembles.'®'® In the present work we use NMR
relaxation data (S*> order parameters)w’24 as restraints in
molecular dynamics simulations'®'® to determine both the free
and bound states of PDZ. Since the transitions between the
ligand-free and bound states take place on the millisecond
time scale,'® we study here only the inherent dynamics within
the free and the bound states, not those during the transitions
between these two free energy wells. We thus obtain a
description of the fluctuations on the nanosecond time scale in
both the free- and bound-state free energy wells, as well as
information about the structural and dynamical differences
between the two states by comparing the corresponding
ensembles of structures resulting from the simulations. The
results of this type of analysis reveal the existence of two
intertwined networks of residues that change, respectively, their
structure and their dynamics upon binding and that span across
the whole protein structure.

Methods

Computational Strategy. In the dynamic ensemble refinement
(DER) method, the structural information provided by NOE-derived
distances is complemented by information about the dynamics
contributed by the S$* order parameters.'” The simultaneous
enforcement of both observables as ensemble-averaged restraints
in molecular dynamics simulations enables ensembles of structures
to be determined that provide an accurate representation of the
thermal fluctuations of proteins on the nanosecond time scale.'®'#
The minimal underrestraining minimal-overrestraining (MUMO)
method is a particular implementation of the DER approach in
which different NMR observables are averaged over different
number of replicas.'® This procedure enables us to minimize
simultaneously the effects of overrestraining and underrestraining
for NMR observables that report on different time scales.'® The
MUMO approach has been extensively validated in the case of
ubiquitin, where a large set of independent measurements is
available for cross-validation.'® We should note, however that
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particular care should be taken in validating the results for systems
for which much less detailed experimental information is available.

NMR Data. As structural restraints in the molecular dynamics
simulations of the free and bound states we used 1192 and 1093
NOE-derived distances, respectively, determined by Ekiel and
co-workers.>>2¢ In addition, we used 70 backbone S? order
parameters for the free state and 73 for the bound state, as well as
49 methyl S? order parameters for the free state and 47 for the
bound state, which were determined by Lee and co-workers.'* The
availability of experimentally determined methyl S order param-
eters provides invaluable information about the changes of structure
and dynamics upon binding. However, due to the relatively small
number of methyl groups in a protein, this information is intrinsi-
cally sparse in nature, and its incorporation in the molecular
dynamics procedure that we adopted in this work enables significant
additional information to be obtained about the motions of side
chains in both the free and bound states. For this reason, the
ensembles of structures that we determined provide a more complete
description of the structural and dynamical changes in the side-
chain rotameric distributions upon complex formation than that
offered by comparison of individual NMR or X-ray structures of
free and bound states, or that provided by considering only the
side chains for which S? order parameters are available.

Initial Structures. We used the structures 3PDZ for the free
state”® and 1D5G for the bound state®® as starting points for the
molecular dynamics simulations described in this work.

Restrained Molecular Dynamics Simulations. We performed
a 2 ns simulation for 16 replicas using NOE and $* data,'*?%° as
restraints,'®'® in addition to the CHARMM?22 force field.?’
Simulations were carried out in a 4 A shell of TIP3 water
molecules®® and a boundary potential was used to prevent water
molecules from escaping.”® All calculations used an atom-based
truncation scheme with a list cutoff of 14 A, a nonbond cutoff of
12 A, and the Lennard-Jones smoothing function initiated at 10 A.
Electrostatic and Lennard-Jones interactions were force-switched.
We used a 2 fs integration time step and covalent bonds involving
hydrogen atoms were constrained with SHAKE.? All simulations
were performed at 300 K; initial velocities were randomly assigned
from a Maxwell—Boltzmann distribution at 300 K with a different
random seed for each replica. Ensemble-averaged simulations were
implemented by use of MPI, as described previously.'®

The energy function used has the form

E = Ecparmm T Exoe T Es2 ey

in which Ecpyarmum is the CHARMM22 force field®’ and Enor and
Es» are the energies of the NOE and S* ensemble-averaged restraints,
respectively. NOE distances and S? order parameters are calculated
over the replicas at each time step (2 fs) of the dynamics and allow
the determination of the energy penalty function:

(25) Kozlov, G.; Gehring, K.; Ekiel, I. ipinskssss 2000, 39, 2572-2580.
(26) Kozlov, G.; Banville, D.; Gehring, K.; Ekiel, 1. juuldsdaitigd 2002,
320, 813-820.


http://pubs.acs.org/action/showImage?doi=10.1021/ja0752080&iName=master.img-000.jpg&w=389&h=113

PDZ Domain Binding

ARTICLES

Eylp(H] =

{(1/2)axiv,q,[p(t>—po(m2 it p0>p
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where Ny, is the number of replicas, X corresponds to either NOE

or S? restraints, and o is the force constant associated with the
restraint. ay was fixed to 4 x 10° and 6.5 x 107 for NOE and S2,

respectively, and N, is set to 16.'7'® po(#) is defined as
po(t) = min p(7) 3)
For NOE restraints
— L exp __ gsim\2
Pxoe(M = NNOE; (di/' d; ) @

where the simulated distance is allowed to vary freely between the
lower and upper bounds of the NMR restraints set and Nyog is the
number of NOE restraints. The simulated distance is calculated over

the replicas with a 1/r° average:'”"'®
| Neep -3
"= ik (5)
ij Nrep; ij.k
For §? restraints:
1 2,exp 2,calc)2

(D)=~ P — g
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where the simulated S* values are calculated without assuming any
motional model. For §*¥ relative to the motion of the bond between
atoms 7 and j:

i3 . . ca 1
$* =23, 0+ 5,0+ 3,0+ 39,0+ 35,0+ 35,0 - 5
0

where broken brackets describe an ensemble average over the 16
replicas and £, y, and Z represent the normalized internuclear
coordinates.

Sets of 16 structures were extracted every 200 ps and were then
further refined for 50 ps with *Jynp restraints® calculated with a
Karplus relation,®'-** with standard coefficients.?>**° In the case of

3J restraints we use the formula

p}](t) — NL z (3Jexp_3Jcalc)2 ®)
3J i‘f

At the end of this procedure, we obtained two ensembles of 160

structures for the free and bound states, respectively, which were

used for the analysis.

Analysis of the S? Values. In order to estimate the errors in the
§%<ale yalues, we considered 10 subensembles of 16 structures,
calculated $*°° values for these 10 subensembles, and then
estimated the standard deviations of the $*°*'° values. We found
average values for the error of 0.017 and 0.019 for the free and
bound states, respectively.

Structural Analysis. From the ensembles of structures that we
determined, we calculated the average Ca—Ca distances and their
associated standard deviations as an estimate of the distance
fluctuations.

From the atomic coordinates we also determined the covariances
of the displacements of atom pairs. We performed this covariance
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(28) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R. W_;
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analysis with CHARMM for each pair of Ca atoms, as well as for
side chains; in the latter case, the covariance is averaged over
individual side chain atom pairs. The covariance is defined as

;= [r, — &;0(r;— B,0C= Gy, 0 3,030 ©

where r; and r; are the position vectors of atoms 7 and j, respectively,
and averages are taken over the generated ensembles.

Structural Similarity. We determined the RMSD between all
pairs of structures, in both free and bound states and between
structures belonging to the two different ensembles. The RMSD
were computed on structures already overlaid on the lowest energy
conformer of the NMR bound ensemble. Highly mobile residues
of the C and N termini (residues P1 and K2, as well as P95 and
T96) were removed in the RMSD calculations.

Clustering of Structures. We performed a Ca cluster analysis
of the free- and bound-state ensembles based on a structural
similarity algorithm of Daura et al.>® and of Ferrara and Caflisch®*
The Ca. RMSD was computed for all pairs of structures and allowed
the determination of the number of neighbors for each structure:
two structures are defined as neighbors when their Ca. RMSD is
less than a given threshold. The center of the first cluster is identified
as the structure having the highest number of neighbors, and its
associated cluster is composed of its neighbors. A similar analysis
is done on the nonneighboring structures until each structure is
assigned to one cluster. This clustering procedure allows the main
conformations and their relative populations to be determined.
RMSDs have been computed based on Co coordinates, with
different thresholds of 1.0, 1.5 and 2 A.

Comparison of Dihedral Angle Distributions. We computed
dihedral angle distributions with bins of 5° and then quantified the
differences between the distributions of the free and bound states
with the y? factor.?* A value > = 0 indicates identical distributions,
while y? larger than unity indicates significantly different distribu-
tions; the maximum value of a y? factor is 2. For dihedral angles
where the last atom is a hydrogen of a methyl group, the 3-fold
degeneracy was taken into account by considering the smallest >
factor among the three that were computed with offsets of 0°, 120°,
and 240°. A similar procedure was used when the last atom had a
2-fold degeneracy (with offsets of 0° and 180°); this is typically
the case for oxygen atoms at carboxylic ends.

We tested the convergence of the results by computing the x>
factor between angle distributions made out of 11 200 and 160
structures (this corresponds to different time intervals between the
extraction of structures during the dynamics). An average of y> =
0.04 suggests that the sampling over our ensembles of 160 structures
is both efficient and sufficient.

Computation of the Structural Network. We determined the
20 residues with the largest structural change by considering the
sum of the y* factors summed for the dihedral angles ¢, , 1,
and y2. We then considered the energetics of these residues. The
distribution of the interaction energies of residue pairs exhibits a
clear tail for negative energies smaller than —0.1 kcal/mol,
corresponding to 12% of the residue pairs. The 20 residues
exhibiting the largest structural changes interact with at least one
partner with an energy lower than —0.1 kcal/mol, and 23% of all
possible interactions are smaller than —0.1 kcal/mol, in comparison
with 12% for the entire protein. These results show that the residues
of the network interact more tightly with one another than randomly
selected ones.

Determination of Structural Pathways. Structural pathways
were determined by requiring that consecutive residues in the
pathways interact with an energy lower than —0.1 kcal/mol. We
determined 290 and 185 pathways containing four and five residues,
respectively. The five pathways found to contain six residues were
not considered in the following analysis. We determined how often

(33) Daura, X.; van Gunsteren, W. F.; Mark, A. E. | NNEG@G
Geugl. 1999, 34, 269-280.

(34) Ferrara, P.; Caflisch, A. joubdabaligd 2001, 306, 837-850.
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Table 1. Comparison between Experimental and Calculated NOE,
82, and 3J Values?

free state bound state
NOE (angstroms) 0.091 £ 0.002 0.069 + 0.006
3J (Hz) 0.11 £ 0.01 0.12 + 0.020
backbone S? 0.042 £ 0.00 0.035 £ 0.00
side-chain §* 0.035 £ 0.00 0.035 £ 0.00

“Values correspond to root mean square deviations (RMSDs)
between experimental and calculated values; standard deviations were
estimated from the analysis of the 10 subensembles of 16 structures
determined in this work.

a given residue occurred at any given position in the pathway, in
the center or at the end points. We then focused on the residues in
the central regions of the pathways and determined how often they
occurred in different types of pathways: (i) for all possible pathways,
(ii) for pathways beginning from residues L18 and L78 of the
binding site, and (iii) for pathways beginning and ending at a
solvent-exposed residue (with a solvent-accessible surface area
larger than 50 A?).

Results and Discussion

Determination of Ensembles of Conformations. We used
molecular dynamics simulations restrained through the use of
NOE, 2, and 3J data'**>?° (see Methods) to determine two
structural ensembles representing the free and bound states of
PDZ. Interproton NOE distances, S*> order parameters of
backbone amide groups and side-chain methyl groups, and *J
coupling constants calculated over ensembles of 160 conforma-
tions are reported in Table 1 and Figure 2A,B; statistical errors
were estimated by considering the 10 ensembles of 16 members
each (see Methods).

Characterization of Distal Regions. The changes (AS?) in the
S order parameters upon binding allow a comparison between
the dynamics on the nanosecond time scale of the free and bound
states to be made. In this work, in addition to the experimentally
measured S> order parameters, S>*?, we also consider the S*
order parameters, S>°*, calculated from the ensembles that we
determined. Significant changes AS>**" in the side-chain $>**P
experimental order parameters are observed upon binding.'**
As the experimental errors 05>*P on the $>* values in both
the free and bound states were comparable to AS***P, a change
AS**P was considered to be significant if it was larger than
OSFEP + 5Shexy. A similar criterion was adopted for correlation
times.'**> These criteria provided a list of 14 residues undergo-
ing significant changes in side-chain dynamics upon binding.'*
The peptide binding site region was found to be connected
dynamically to two distant regions in the structure (Figure 1).
These regions were identified as distal surface 1 (DS1; residues
V61, V64, L66, A69, T81, and V85) and distal surface 2 (DS2;
residues A39 and 140).'

We extended this analysis by exploiting the possibility of
estimating the S* order parameters for the backbone amide and
the side-chain methyl groups in the protein from the structural
ensembles that we calculated (Figure 2C,D,F). In the calcula-
tions, the force constant associated with the S* order parameter
restraints (ais2) was chosen to restrict the S>**P values within

(35) Fuentes, E. J.; Gilmore, S. A.; Mauldin, R. V.; Lee, A. L. LAalL
Bigl. 2006, 364, 337-351.

(36) Milev, S.; Bjelic, S.; Georgiev, O.; Jelesarov, |. Sigslsiss 2007,
46, 1064-1078.

(37) Piserchio, A.; Fellows, A.; Madden, D. R.; Mierke, D. F. il it
2005, 44, 16158-16166.

(38) De Los Rios, P.; Cecconi, F.; Pretre, A.; Dietler, G.; Michielin, O.;
Piazza, F.; Juanico, B. Rigalesed. 2005, 89, 14-21.
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the interval S>°*P + 0S>°*P (see Methods). A statistical error
08> was calculated for each methyl-bearing group (see
Methods). Consistent with the approach used by Fuentes et al.'*
for the analysis of experimental changes AS>*P, we determined
a list of residues exhibiting significant changes in side-chain
54 order parameter upon binding; that is, AS>¥¢> g Sgsle+
OSEaxs. This criterion provided six residues with significant
AS*U values (T23, A45, A46, 152, V58, and L87) (Figure
2F) in addition to those identified experimentally (Figure 2G).
According to their location in the structure, residues were added
to distal surfaces 1 (L87) and 2 (A45, A46, and 152) (Figure
1). In particular, our simulations show that residues V58 and
L87, which are completely buried both in the free and in the
bound states, change in side-chain $*“*, suggesting that the
hydrophobic core of the protein is significantly affected by
the binding of the RA-GEF2 peptide.

Description of Structural and Dynamical Changes upon
Binding. The ensembles of structures that we determined
enable the changes in structure and dynamics in the second
PDZ domain of human tyrosine phosphatase 1E upon binding
the small peptide RA-GEF2 to be characterized in detail. We
determined the structural fluctuations by computation of the
standard deviations of the Ca—Ca distances within the
ensembles of conformations (Figure 3C) (see Methods).
Residues showing large changes in fluctuations are mostly
localized in specific regions, including the binding site
(residues in the region between L18 and V26), strand 2,
DS1 (residues in the region between V61 and A69), DS2
(residues in the regions of V40, A45, and 152), and the region
of residue V30, which is in the loop between strands 52 and
p3. These results indicate that the binding site and DS2
become more rigid, while DS1 and the region of residue V30
become more flexible upon binding (Figure 3C).

We also calculated the side-chain covariance for atomic
displacements for the free and the bound states, respectively
(Figure 3A,B; see Methods). The covariance maps reveal
complex patterns of correlated displacements that extend across
the protein structure. A comparison between the two states
indicates the presence of a loss or gain in correlated atomic
displacements. In the free state, the protein exhibits two regions
in anticorrelated motion (yellow boxes in Figure 3A); the first
region is composed of 52 (belonging to the binding site) and
DS2, whereas the second region comprises helix o2 (the other
part of the binding site) and DS1. This anticorrelation is lost
upon binding, as indicated by the covariance patterns that are
more spread throughout the protein (Figure 3B). Within the
second region itself, helix o2 and DSI also clearly show
correlated motions (yellow and orange) in the free state, whereas
they exhibit anticorrelated motions (blue) in the bound state.
Together with the results on the fluctuations (Figure 3C), this
analysis indicates that upon ligand binding the motion of DS1
increases and becomes decoupled from that of helix a2 in the
binding site. In contrast, DS2 becomes more rigid and more
tightly linked with strand $2 in the binding site, a result
consistent with the findings of Milev et al.>® and Piserchio et
al.’” This analysis also shows that the two parts of the binding
site, helix a2 and strand 32, change in the way their motions
are correlated. Interestingly, in a recent paper De Los Rios et
al.*® reported that the residues dynamically affected by the
binding have high mobility in a single normal mode.

A Ca cluster analysis was carried out to probe the structural
heterogeneity in the backbone in the free and bound ensembles
(see Methods). The larger number of clusters found in the free
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Figure 2. Comparison between calculated and experimental side-chain S? order parameters and schematic representation of the significant changes in the
side-chain S? order parameters upon binding. (A) S? order parameters as a function of the residue number: (black) experimental values in the free state, (red)
experimental values in the bound state, (green) calculated values in the free state, (blue) calculated values in the bound state. (B) Comparison of S* order
parameters: (black) experimental and calculated values in the free state, (red) experimental and calculated values in the bound state. (C) Changes (AS?) in
the S? order parameters upon binding as a function of the residue number: (black) experimental values, (red) simulated values. (D) Correlation between
experimental and calculated AS? values. (E) Schematic representation of the secondary structure elements: 3-strands (blue) and a-helices (red). (F) Residues
with a large change in side-chain S? order parameter upon binding: residues that change according to both experiments and simulations (yellow) and residues
that change according to simulations only (green) are indicated. (G) Important regions resulting from the analysis of Fuentes et al.'* of the S* order parameters.
The binding site is shown in black; the extended DS1 and DS2 are shown in orange and purple, respectively.

state compared to the bound state suggests that the backbone and DS2 (Figure 3H) are conformationally more heterogeneous

on the whole becomes more rigid upon binding (Table 3).
However, while the binding site and DS2 exhibit this type of
behavior, DS1 is more heterogeneous in the bound than in the
free state.

To probe the degree of structural heterogeneity in the side-chain
conformations, pairwise side-chain RMSDs were calculated for
both ensembles (Figure 3H and Table 2). The average pairwise
side-chain RMSD was found to be 3.2 A in the free ensemble and
3.0 A in the bound ensemble, indicating the presence of significant
side-chain variability in both cases. The side-chain RMSD analysis
for different regions in the free and bound states reveals the
variations of the heterogeneity of the side chains upon binding.
The protein as a whole (Figure 3E), the binding site (Figure 3F),

in the free state than in the bound state. Upon peptide binding, a
significant decrease in the structural diversity is found in DS2
(Figure 3H), while the opposite is found for DS1 (Figure 3G).

Pairwise side-chain RMSD distributions allow the charac-
terization of structural similarity between free- and bound-state
ensembles. The free and bound states are found to be more
variable with respect to each other than to themselves (Figure
3E—H), consistent with the conclusion that a change in
conformation takes place upon binding.

Overall, these results characterize in detail the changes in
structure and the significant redistribution of dynamics that
happen upon ligand binding in the PDZ domain, and they show
that different regions of the protein, in particular DS1 and DS2,
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Figure 3. Analysis of structural changes of PDZ upon binding as determined from the ensembles of structures described in this work. (A) Side-chain
covariance (see Methods) in the free state. (B) Side-chain covariance in the bound state. (C) Differences in Ca—Ca distance fluctuations in free and bound
states. (D) Residue-specific distance fluctuations in free (black) and bound (red) states. In panels C and D, regions of increased mobility are boxed in black
(binding site) and purple (distal region 2), and regions of decreased mobility are boxed in yellow (distal region 1 and region of residue V30). (E—H)
Side-chain RMSD distributions for different regions of the protein within the ensembles that we have determined; the RMSDs in the free state are indicated
in blue, those in the bound state in red, and those between the free and the bound states in black. (E) Entire protein; (F) binding site; (G) distal region 1;

(H) distal region 2.

exhibit opposite responses. Increased or decreased mobility upon
binding has been observed in a variety of cases,**** and entropic
contributions have been recently suggested to play an important
role in determining the free energy changes associated with
protein—protein or protein—ligand association.***” The data that
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1092.
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we present indicate that, for the PDZ complex studied here,
entropy changes upon binding can have different signs in
different regions of the structure. The conformational changes
in PDZ occurring upon binding allow the distal surface 1 to
gain in flexibility and may thus complement, at least in part,
the rigidification of the binding site and distal surface 2.

Networks of Residues Changing in Structure and Dynamics.
In order to probe differences between the conformational
ensembles representing the free and bound states, we monitored
all the backbone ¢ and ¥ as well as all the side-chain y1 and
%2 dihedral angles (Figure 4) and analyzed the differences in
their distributions between both states (see Methods). The largest
changes in y1 and y2 dihedral angles are observed in specific
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Figure 4. Schematic representation of changes upon binding in the dihedral angles through the use of distances, measured by the y? factors, between free-
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%1 angle; (E) 2 angle. (F) Sum of y? factors for ¢, ¥, x1, and 2 angles along protein sequence. The evolutionary network (purple diamonds) the structural
network (blue circles), and the dynamical network (yellow circles) are also indicated; eight residues belong to both the structural and dynamical networks
(see Supporting Information Table 1). (G) Representation of evolutionary, structural, and dynamical networks on the PDZ structure; the color code is the

same as in panel F.

Table 2. Ensemble-Averaged Side-Chain RMSDs and
Corresponding Standard Deviations for the Free and Bound
States?

Table 3. Ca Cluster Analysis of Different Regions of the Structure
of PDZ, for the Bound and the Free Ensembles, Showing the
Number of Clusters Obtained with Different Thresholds?

all BS DS1 DS2 threshold state all residues  binding site  distal region 1 distal region 2

free state 3224+ 0.57 3.16 £0.65 230+ 059 236+ 0.50 05A free 160 100 31 22
RMSD (A) 05A  bound 160 61 71 16
bound state  2.98 £ 0.52 255+ 0.55 241+ 047 197 £0.46 1.0A free 30 17 3 6
RMSD (A) 1.0A  bound 30 8 9 2
15A  free 14 7 2 2

““All” indicates residues P3—S94, BS is the binding site, and DS1,2 1.5A  bound 8 2 2 1
distal surfaces 1 and 2. 20A free 7 2 1 1
20A  bound 2 1 1 1

regions that differ in part from the corresponding ones for the
¢ and ¥ angles. These results suggest that backbone and side
chains exhibit different behaviors upon peptide binding, con-
firming the importance of probing the motion of both. Interest-
ingly, DS1 and DS2, which are defined on the basis of their
differences in S? order parameter between free and bound states,
do not emerge clearly as the regions that include residues with
the largest differences in dihedral angles between the two
ensembles. The same remark holds for residues belonging to
the binding site. Therefore, we defined two sets of residues that
change significantly upon binding either in structure or in
dynamics, respectively.

The first set (the structural network) is formed by residues
that exhibit a large change in dihedral angle distributions upon
binding (see Methods). The 20 residues belonging to this set
are found to be highly interconnected and strongly interacting
with each other (see Methods), suggesting that they form a

“The use of different RMSD thresholds shows the convergence of
the results.

tightly knit network (see Methods and Supporting Information
Table 1 for the complete list). Among the residues of the binding
pocket, only residues L18 and L78 belong to this set. They
therefore emerge from our analysis as the key residues that are
associated with the large-scale conformational changes that span
the structure from the binding site to the distal regions.

The second set (the dynamical network) consists of those
residues that show significant changes in $>*' order parameter
(see above). The residues in this second set are also strongly
interacting with each other, but are notably less solvent-exposed
than the first set (Supporting Information Figure 1).

Eight residues are in common between the two networks
(Supporting Information Table 1), and the remaining ones are
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Figure 5. Representation of the correlations in the changes of dihedral angle distributions upon binding for neighboring residues. We illustrate here the
pathway of coupled side-chain reorientations from residue L18 to residue I35 through residues L87 and V58. (A—D) Distributions of rotameric states in
the free (red) and bound (black) conformations for residues (A) L18 (y2), (B) L87 (x1), (C) V58 (x1), and (D) I35 (x1). (E—H) Joint distributions of the
side-chain dihedral angles for residues (E) L18 and I35 (32 and yx1), (F) L18 and L87 (x2 and x1), (G) L87 and V58 (y1 and y1), and (H) V58 and I35 (y1
and y1), in the free (red) and bound (black) states. (I, K—M) Illustration of the changes presented in panels E—H from residue L18 (purple) to I35 (orange)
through residues V58 (blue) and L87 (green). The first column refers to the free state, the second to the bound state.

intertwined. The eight residues undergoing both dynamical and
structural changes appear to be the key ones associated with
conformational changes and they are located in the region of
the binding site (L18, T23 and L78), in the distal surfaces (L66
and L87 in DS1 and I52 in DS2), or in the hydrophobic core of
the protein (I35, V58).

Network Analysis of Cooperative Structural Changes
within Proteins. The free and bound states of the PDZ domain
that we studied here are characterized by different conformations
and different dynamics on the nanosecond time scale. As we
have shown here, two networks of residues are associated with
the changes in structure and dynamics observed in the two states.
These networks connect distant regions in the structure of the
protein and are associated with the large-scale conformational
changes across the protein from the binding site to the opposite
surface.

As a consequence of the presence of networks, residue pairs
in different regions of the structure are often linked through
pathways.*®>” We illustrate the correlation of structural changes

(43) Akke, M.; Bruschweiler, R.; Palmer, A. G. iy 1993.
115, 9832-9833.
(44) Maler, L.; Blankenship, J.; Rance, M.; Chazin, W. J. i
2000, 7, 245-250.
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iad. 2000, /3, 831-838.
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of residues in different regions of the protein in the specific
case of the pathway between residues L18 and 135 (Figure 5
and Supporting Information Table 2). The approach that we
describe in this work reveals that while these residues are not
directly in contact, their rotameric states are highly correlated
through the existence of networks within the structure of the
PDZ domain. The change in the rotameric state of L18 due to
ligand binding is associated with a series of changes in the
statistical weights of the rotameric states of the side chains
strongly coupled to it (Figure 5). These changes are correlated
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from residue L18 to residue 135 through residues L87 and V58.
This example thus highlights the importance of residues V58
and L87, which are common to the structural and dynamical
networks, in the conformational transition upon binding.

We carried out a systematic network analysis that identified
258 similar structural pathways involving four residues and 142
pathways involving five residues. We then analyzed how often
the residues that take part in the structural network appear in
these 475 pathways and where they are located, that is, whether
they are found at the end points of the pathways or in their
centers (Supporting Information Figure 2). Six residues emerge
from this analysis as the most connected ones: 135, V37, 152,
V58, L78, and L87. As far as binding residues are concerned,
residue L18 mainly acts as a first point in pathways, whereas
residue 78 acts both as first and as central residue. This type
of analysis helps identify residues that are mainly end points
of the structural pathways, such as residues N27—S29, situated
in the loop between 32 and 33, residue Q43, situated close to
DS2, and residues N62 and 166, close to or in DS1. These three
regions were also identified by the fluctuation and covariance
analysis presented above as being the part of the protein
undergoing the more dramatic changes upon peptide binding.

Residues 135, V37, 152, V58, and L87 appear as the most
frequently present central residues for all types of pathways,
including those connecting the binding site (L18 and L78) to
other regions, and those connecting a solvent-exposed part of
the PDZ domain to another (Supporting Information Figure 3).
These five residues form in part the hydrophobic core of the
protein and they exhibit significant changes in their rotameric
states. Three of them (I52, V58, L87) also undergo significant
changes in 2. In addition, most of the pathways involving one
of the binding residues L18 (located in helix o2) and L78
(located in strand 52) also involve the other one, suggesting
that there is a concerted motion of the two parts of the binding
site upon binding. This observation complements the results of
the covariance analysis that showed a change in correlated
motion between the two parts of the binding site upon binding.

Link with an Evolutionary Network of PDZ Domains. In
addition to the two distinct networks that we described, the PDZ
domain that we analyzed contains another type of network that
is formed by coevolving residues.’> Evolutionary analysis
represents a possible approach for understanding the molecular
basis of conformational changes by taking advantage of the fact
that residues important for function are likely to be preserved
through evolution and leave a trace in the pattern of sequence
conservation that is characteristic of members of the protein
family.>>->*° Evolutionary networks may, at least in principle,
contain residues that are important for different reasons,
including for stability or for function. Lee and co-workers'*
previously observed the overlap between the evolutionary and
dynamical networks. We also find that this evolutionary network
corresponds more closely to the dynamical network in our
analysis rather than to the structural network. We also increased
the overlap between the evolutionary and dynamical networks
by the incorporation of residues A46 and 152 into the dynamical

network; we included these two residues because they exhibited
significant changes upon binding as identified by the restrained
molecular dynamics simulations that we used.

Residues in the evolutionary network are strongly interacting
but do not exhibit large changes in the distributions of dihedral
angles upon binding, and therefore they do not take part in the
structural network (Figure 5 and Supporting Information Table
1). For example, residue H71 in the evolutionary network, which
is important for binding in PDZ domains, does not change
significantly in dihedral angles according to our analysis. This
residue thus appears to act as an anchor residue by having its
side chains already prepared to bind the peptide.

Conclusions

We have used molecular dynamics simulations with ensemble-
averaged NMR restraints to study the free and bound states of
the second PDZ domain of human tyrosine phosphatase 1E.
Analysis of the resulting ensembles of conformations has
enabled a map of the changes in structure and dynamics to be
obtained, which has revealed the presence of two interconnected
networks of residues associated with the response to ligand
binding. The first network is formed by a set of strongly
interacting residues that undergo changes in the distribution of
their rotameric states. The second is composed by a set of
residues that experience a variation in their picosecond to
nanosecond dynamics.

The conformational ensembles that we have presented enable
a description of a mechanism of conformational changes upon
binding that involves coupled side-chain rotamer reorientations.
We thus provide a detailed characterization of the relationship
between structural and dynamical changes that take place in
this PDZ domain protein upon binding and obtain a mapping
of the pathways connecting residues that exhibit correlated
changes in rotameric states. The methodology that we have
described is general and should enable the dynamics on the
nanosecond time scale to be obtained for a range of proteins,
particularly those involved in enzymatic catalysis and allosteric
communication.
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